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Th e C h an | n h ardware B MULTICORE DESIGN SIMPLIFIED
9ing Imperas
SMP cores AMP cores
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TI OMAP5432 SoC

Accelerators

= Multi-core [is going to be In] [is in] everything
= AMP, SMP, homogeneous, heterogeneous

I T G L



The changing software IM@eraS
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Layer and Layers of software
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The changing SW Verification

Requirements
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Hardware Dependent

Software (HDS)

CORE DESIGN SIMPLIFIED

Imperas

Hardware Dependent Software (HDS)

Most complex foundation layer

Drivers, hypervisors, assembly libraries,
Operating System

Buried problems often appear elsewhere in a
system, leading to misdirected analysis

Ripe for corner case type issues
Post development bugs hardest to fix

Testing needs to be platform centric not
application centric

Modern SoC verification is complex
SMP/AMP Multicore Interaction
Shared memory & devices
Extensive accelerators, peripherals
Complex SW/HW interaction (e.g security)
Externally authored, complex libraries

Nov-14



Current SO|UtionS For Early MULTICORE DESIGN SIMPLIFIED
Embedded SW Development IMNPE@ras

Ll e
" -

Traditional Breadboard
Limited system availability
Limited external test access
Limited internal visibility
Late in arrival

R TR I EE OTIE RS

Emulation & Cycle Accurate Models

Provides reasonable verification
capability but 1000x too slow for
effective HDS verification

Hard to get started

© 2014 Imperas Software Ltd.
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Virtual Platforms: Transforming

Engineering Efficiency |ﬁ{ﬁ]@eras

SW vs HW development platforms SW e
_ : : : Development [
Often available earlier for engineering running on
Provide more powerful tooling virtual platform

Easier to replicate for extended testing
Real time or faster performance ‘mmm

AU Corigh™ Watcers Dibag aec Trace Archicenues

il 5]

1 0 .
“Best-in-class manufacturers that make : I sé\:f\c’,'rrﬁ ;
extensive use of simulation early in the i F(w/ OS, etc)
design process hit revenue, cost, launch date, ; { I running on
and quality targets for 86% or more of their 3 i [ host
products. Best-in-class manufacturers of the i M —
most complex products get to market 158
days earlier with $1.9 million lower costs b
than all other manufacturers.” '
Simulation-Driven Design, Aberdeen Seveloomos: - s
Group StUdy Ma‘l)chine |
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And Virtual Platform simulators
can be very fast

Ilnperas

| Altera Nios |l ARM32 Imagination MIPS32
ik Simula.ted I.lun Simulated Simula.ted Iflun Simulated Simula.ted I.lun Simulated
Instructions | time MIPS Instructions time MIPS Instructions time MIPS
WGl 3 075 BAT 171 | 2525 1225 6,105,766,856 | 4.79s 1277 9,814,621392 | 531s 1852
D sty 1,810,082,387 | 1.18s 1547 2,250,079.359 | 2.32s 074 1,795,088,667 | 1.27s 1414
Wty 5 850,887,389 | 3.28s 17890 1,185.959,501 | 1.04s 1140 1,890,420.892 | 0.93s 2033
$ELRY LY 70 000,013 4568 3.11s 7097 22.400,008,766 | 4.67s 4807 22,800,009,853 4s 5714
Xilinx MicroBlaze ARM AArch64 Imagination MIPS64
Benchmark] Simulated | Run Simulated Simulated Run Simulated Simulated Run Simulated
Instructions | time MIPS Instructions time MIPS Instructions time MIPS
st G 386,275 169 | 3.77s 1699 594,945 539 1.01s RO4* 1,658,856,686 | 0.83s 1901
D ety 3770, 115,740 | 261s 1450 3,030,061 475 | 2.79s 1086 1,690,094 345 | 1.23s 1293
sNlA 27 108,532 655| 13.235 2054 488,724,620 0.64s 750% 2.133,926.,552 | 0.99s 2156
LR Pl 22 000,023 433| 5.76s 3826 11,200,003,894 | 3.73s 3011 17,100,018,075 | 4.23s 4052
PowerPC Renesas v830 Synopsys ARC
e Simula.ted Iflun Simulated Simula_ted Iflun Simulated Simula_ted I_lun Simulated
Instructions | time MIPS Instructions time MIPS Instructions time MIPS
Gted 3163 966,113 | 2.95s 1076 4,991,344 159 | 4.76s 1051 4,184 162,664 | 3.67s 1143
D oty 2 205 068,239 | 1.75s 1260 6.410.133.101 | 4.01s 1603 3.155.082.476 | 2.75s 1148
sty 6 424 865 755 | 3.97s 1622 10,296,940,591 | 7.41s 1393 7.883.567.047 | 44s 1796
(EELRY TN RY 72 400,002 937 5.6s 4007 22 400007 569 | 3.53s 6364 22,000,002,100 | 4.08s 5446

Example speed of Imperas simulation models

© 2014 Imperas Software Ltd.




And booting OS can be fast too Iﬁiﬁ]@eras

C\Windows \system32\cmd.exe Ll o [m] |
Info Final program counter : BxBAA1d668 .
Info Simulated instructions: 1,131.123.567 ﬁ tile -CA rt0
Info  Simulated MIPS : 20.0 ArmVersatileExpress-CA15/ua
Info A/input/inputh
Info = 3 ¥ ¥ X
Info shcore: registered new interface driver usbhid
Info CPU ‘ArmUerszatileExpress—CA1S-cpu_CPU2’ STATISTICS =hhid: USE HID core driver

Info Type : arm (Cortex—A15HPx4)>
Info Mominal MIPS E a

Info Final program counter : BxBAA1d668

Info Simulated instructions: 17.224.484.75%6

profile: no performance counters
profile: using timer interrupt.
CP: cubic registered

Inf Simulated MIPS : 304.2 : .
Infn ko ET: Registered protocol family 17

%ﬁo FP zupport vB.3: implementor 41 architecture 3
nro e - 2 O
Info CPU ﬂmwemahlﬂhmmssCMEmpuCHB‘STMIMI% tc-plW3l 1c1?WABB.rtc: setting system clock to :
Info Ty arm (Cortex—A15HPx4)> (515

Info Hom1na1 HIPS - 1888 LS5A device list:

Info Final program counter : BxBAA1d668

Info Simulated instructions: 1,110.697.986 Mo soundcards found.

Info Simulated MIPS : 19.6 reeing init memory: 188K
ﬂig input: ImExPS5-2 Generic Explorer Mouse as Asdevice
Inf B_kmisseriol/input-sinputl

o
Info TOTAL

Info Simulated instruct 22,568,501 ,091 . . . . P
o 2 af ed i Lacansy hisz root FS contains most basic linux utilities

Info Simulated MIPS : 398.5

?@o nd the Lynx web brouser.

nro

Info 5 5 & .
Info SIMULATION TIME STATISTICS ernel config is available through Aprocsconfig.c
Info Simulated time : 3264.16 seconds

Info User time : 55.61 seconds . .

Info System time Bl e elcome to OUP simulation from Imperas

Info Elapsel:.l time . : 56.89 seconds

%Egg Real time ratio = 57.37x faster og in as root with no passwurd.

Imperas login:
CpuManagerMulti finished: Mon Mar A3 26:58:3% 2814

CpuManagerMulti <{64-Bit)> v28148224_.8 Open Uirtual Flatform simulator from www.IMPERAS .com.
Visit www.IMPERAS.com for multicore debug,. verification and analysis solutions.

Preszs any key to continue . . . _

| | v s

Boot Linux on ARM Cortex-Al5x4 = 6 seconds on Win7 laptop
Runs simulated Linux applications at 100s of MIPS

© 2014 Imperas Software Ltd. ARM Linux boot Nov-14



ARMv8 simulation using parallel _—

host-cpu resources |m@eras

Simulation

Advanced parallel
synchronization algorithm for
Cortex™-A57 SMP, AMP and hardware
ARM CoreSight™ Multicore Debug and Trace
accelerators

Transparent operation to user:
No model, tool, software

NEON™
SIMD engine with
ARMv8 32b/64b CPU | __CYPto ext.

Virtual 44b PA Floating Point

| Unit

ol e changes
ACP SCuU L2 Cachg@v!ECQ 512i@ ~ II\:) TOtal performance On
128-bit AMBA ACECoheregoBus Im:r'fac: benCh marks recorded u p tO

* 'S L N 5 /".

16 Billion ins/sec

Performance advantage 15x
over nearest commercial
alternative

CPU Usage CPU UsageH\mry
Host Processors {% { .

© 2014 Imperas Software Ltd. QuantumLeap Nov-14



Software Quallty IS Directly B MULTICORE DESIGN SIMPLIFIED

Proportional to Test Speed |mperas

Less Time

/7

Greater Quality

More Bugs Found

More Tests Run

4

Faster Tests

Page 12 © 2014 Imperas Software Ltd. Nov-14



Virtual Platforms: The Right

Performance to Capability Trade-off Imperas

Virtual Platforms (simulators) with

Instruction Accurate (IA) models SW S
. . Development i

prOVIde' running on

Pre-prototype verification virtual platform

Effective verification access ‘
Reasonable execution performance ETTTETPrre

———
. & SW virtual
: . ' [ platform
However, Virtual Platforms require a :EEEEEEEE | 05 o
. . . . . [ s r ( . )
simulation foundation to be effective | Bl & E running on
. T —— 0s
Standardized modeling technology :

B L B 8 i B R B R BN I

Services for verification tools
Tool firewall for execution integrity

HOSt
Make use of host parallel resources for Development
maximum performance Machine

© 2014 Imperas Software Ltd. Nov-14



OVP Standardized Modeling B

Infrastructure IM@eraS

Open Virtual Platforms™ (OVP™) standardized set of
Modeling APIs for platforms, cpu models and
behavioral peripheral models

Model Library
Extensive (200+), comprehensive
open source model collection

OVP Modeling
Easy-to-code modeling APIs

Environment
Interfaces to SystemC, GDB, etc

Reference Simulator: OVPsim
Easy access simulator for running
models

© 2014 Imperas Software Ltd. Nov-14



Simulator Architecture to B MULTICORE DESIGN SIMPLIFIED

provide services for Verification |ﬁﬁ]|;@eras

= Leveraging JIT Code Morphing simulation algorithms for highest possible
performance

= Modeling APIs allow processor/platform functionality to be described
efficiently while maintaining easy modeling environment

= Imperas technology allows verification and debug tool code to be combined
with model and software execution efficiently and unobtrusively

Software Stack Applications
Middleware
OS / Drivers

Platform Model Memory  Behav
Processor Periph model
€ 7—_-%. Vi (Y _i V
SystemC *
(& TLM2) Imperas
Kernel Simulator

ode V orp ing

Q . Enables
extensibility

Machine
Page 15 © 2014 Imperas Software Ltd. 11/7/2014Nov-14



Traditional Debug (1D) Im@eras

Debugging application code running on simulated
embedded processor

Trace
e.g.: instructions, source lines, register changes

GDB-like debugger

Examining registers, variables, source...
Single step, breakpoints, ...

GUI

© 2014 Imperas Software Ltd. Nov-14



Spatial & Temporal Debug (2D) |m@eras

Spatial
For AMP/SMP — examine applications on multiple cores
across the chip

Debugging peripheral/behavioral models in context of
software running on the embedded cores
Programmers view, or model source

Temporal
Considering the sequences of events over time

Seguential assertions, breakpoints
Using conditioning events to prime breakpoints
e.g.. break on next ISR after character input to UART

© 2014 Imperas Software Ltd. Nov-14



Layer-Aware Debug (3D)

Application
OS Aware

Middleware or Bare Metal

PlatTo e.q. D e
..- .A--
0dE 0 SWANES 1=

TRC (SCHD) 242131778: "mipslel_TCO":
(“khelper®)

TRC (TASK) 242137813: "mipslel_TCO"
TRC (EXEC) 242137813: "mipslel_TCO"
filename=/sbin/hotplug with:

TRC (EXEC) 242137813: "mipslel_TCO":
TRC (EXEC) 242137813: "mipslel_TCO":
TRC (EXEC) 242137813: "mipslel_TCO":
TRC (EXEC) 242137813: "mipslel_TCO":
"PATH=/sbin:/bin:/usr/sbin:/usr/bin"

scheduler switched

: do_execve called f
: do_execve called f

argv virt=0x8C
argv virt=0x8C
envp virt=0x8C
envp virt=0x8C

OS/CPU-Aware Focused Debug
Commands analyze layer operation while
excluding irrelevant detail
(easier to view 1000 tasks operations than
1 Billion instructions trace)

© 2014 Imperas Software Ltd.

Imperas

Layered verification matches

layered software architecture

Simulator must allow focus and
stratification

Trace Schedule Command

Memory Region Watchpoint

Processor Write Access

Layer-aware Stratified Analysis
Connecting commands through
different layers for activity analysis

Nov-14



Layered Tool Suite MULTICORE DESIGN SIMPLIFIED
Capabilities (3D) Innperas

Rich set of commands to operate at all layers of abstraction

Bare Metal Apps & Middleware
Platform (e.g. Drivers)

Processor

Trace coprocessor registers  Multi Processor Debug Bus connectivity view Break on line

Trace TLB trace exceptions  Address space introspection | Peripheral register view Break on function call
Trace modes Virtual2physical mapping Peripheral src debugger Elf introspection

Trace service calls Print CP registers Processor freeze control | Unlimited HW breakpoints
Trace hypervisor calls TLB dump Trace peripheral access Memory region watchpoints

Trace secure monitor calls ~ Break on exception Memory coverage Trace source line
Trace MT/MP extensions Break on mode Shared memory checks Trace context
Trace system calls Break on register change Trace functions
Trace timer Break on instruction Line Coverage
Trace cache instructions Instruction coverage Function profiling
Trace SIMD extensions Instruction profiling Heap checks
Trace instruction Instruction fault Injection Stack checks

Trace register change Cache analysis Malloc checks
Semaphore checks

Simulator Break on messages TCL callbacks Full GDB command set

© 2014 Imperas Software Ltd. Nov-14
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Example 1 - Assertions -
Altera Cyclone V Cortex A9MPx2 (AMP Linux/Micrium, '
SMP Linux) and Nios Il (Linux) Imperas

ric hli]lfé lhlrlr rtc rg”PL‘lg?ﬁ‘P;Pglnm Ié a5 EtigUGSUUB 142 ¢ )

wnci-pll8x mbimmci: wmcl mary revll at Bx irg pio . i

ushcore: regislered nem interface driver usbhid TCP: reno r‘eg1sterec_l

usbhid: USB HID core driver UIF hash table entries: 256 (order: 0, 4036 bytes)

ALSA device list: UDP-Lite hash table entries: 286 (order: 0, 4035 bytes)
Ho soundcards found. 5 : 7

aprofile: using arm/arev?-cad MET: Registered protocol family 1

TCP cubic registere BPC+ Peoistered named MTY sacket transooet module,

HET: Regizlered protocol family 17
VP support ul) wplementor 41 architeclurd
ric-pl#3l mb:r etting system clock to 19

Freeing init memory: 172K art module
t: AT Raw Set 2 keyboard as /d /ub: i 3
i::l[:::l IuExlzg;"ZeGenerfE E;:Jcloger hz:;ze:x.r’lle /\ /\ I » Inc,
tc-plB31 mbirt t g tered pl@31 as rtch i
Rn i D e i mch LA mant 41" reud ¢ eioon ARM® Oidialoades] Knaijonoeai)
u\ljlturll_ ”Elt;gx?[lil_rul “ti' interface driver usbhid - oM CUSTOM TcMm
};;?;l;l:lﬁvltlﬁ I|I ‘rlm I‘ e COI‘teXTM 'AgMPXZ A I-MEM INSTR IF D-MEM S—p
?Ei—erF:m ;:|::u(|; eu‘z::ifww.f cad - ?TgEREHRT
* cubic re .
MET: R t t 1 family 17
VFP Hu:;::;:tp:lﬂ r‘”?nmgnm\t’:: gl architecture 3 pgrt 3 g Nios'Il hd - i
setting system clock to 1970-01881 @ [re— ]
Fre ory: 172K
inpul 2 keyboard as fdevices/mb:kmi ol INT EXP
input; Ik XPS/7 Generic Explorer House as /devic |mperas SmartLoader GNTRL MM MPU GNTRL
Thiz root FS contains most basic linux wlilities epl
and the Lyns web browser. : Debug
Kernel config is available through /proc/config. Timer0 JTAG HW 1&0 TRCE
" . @==PDEEUG BP TRCE PORT =P
elcome to WP simulation from Imperas Reset Manager -
Log in as root with no password. g
Imperas login
e Timerl
Memory
L2 Cache Controller ==
- Timer2
jtag_uart
SRAM e
— Timer3 uart.sl
Timer_1ms
System
Manager F R COLITTCIITRIRRIIPNS
UARTO = L Ethernet
: MAC
UARTL Ethernet
o g
sysid
DMA ] Flash
—

1§ o L

© 2014 Imperas Software Ltd. Nov-14




Verification challenges... Iﬁiﬁ]@eras

OS Porting, Bring Up and Verification on Altera
Cyclone V SoC FPGA

Linux boot on single core ARM Cortex-A9
SMP Linux boot on dual core ARM Cortex-A9
RTOS boot on single core ARM Cortex-A9
AMP boot on dual core ARM Cortex-A9
Linux boot on single core Nios Il

SMP Linux boot on dual core ARM Cortex-A9
plus Linux boot on Nios Il

© 2014 Imperas Software Ltd. Nov-14



Assertions:
Memory Access Monitor
Accelerates AMP Platform Debug

Imperas

Memory access monitor is just C code, loaded into simulation environment

When simulation is run, monitor produces warning if memory access rules are violated

//

// Define watch areas for memory and peripherals defined in the platform

//

memWatchT amcWatch[] = {

// name watchLow watchHigh allowedCPUs
{ "Linux memory", o, OX2FFFfffT, LINUX_CPU 3},
{ "uCOS memory", 0x30000000, OX31FFfFfff, UCOSII_CPU 3},
{ "gmac0", OxFF700000, OxFF700fff, LINUX_CPU 3},
{ "emacO_dma", Oxff701000, OxFF701ffFF, LINUX_CPU 3},
{ "‘gmacl", OxFF702000, OxFF702FfF, LINUX_CPU 3},
{ "emacl dma", OxfFf703000, OxFF703ffF, LINUX_CPU 3},
{ "uart0", OxFfc02000, OxFFcO2fff, LINUX_CPU 3},
{ "uartl", Oxffc03000, OxFFcO3fff, UCOSII_CPU 3},
{ ""CLKMGR", OxfFd04000, OxFFdO4TfT, LINUX_CPU 3},
{ "RSTMGR", OxfFd05000, OxFFdO5TfF, LINUX_CPU 3},
{ ""SYSMGR", Oxffd08000, OxFFdOBTfT, LINUX_CPU 3},
{ "GIce, Oxfffec000, Oxfffedfff, LINUX_CPU 3},
{ "L2", OxFFFef000, OxFffeffff, LINUX_CPU 3},
{ 0 } /* Marks end of list */

}:

I_;

Warning (AMPCHK_MWYV) cpu_CPUO: AMP write access violation in uartl area. PA: 0xffc03008 VA: 0xffc03008
Warning (AMPCHK_MWYV) cpu_CPUO: AMP write access violation in uartl area. PA: 0xffc0300c VA: 0xffc0300c
Warning (AMPCHK_MWYV) cpu_CPUO: AMP write access violation in uartl area. PA: 0xffc03010 VA: 0xffc03010
Warning (AMPCHK_MRYV) cpu_CPUL: AMP read access violation in Linux memory area. PA: 0x00000020 VA: 0x00000020

© 2014 Imperas Software Ltd. Nov-14



Summary of verification example Imperas

Linux boot on single core ARM Cortex-A9
Bug found in Linux kernel preemptive scheduling
Linux boots and runs, but does not switch tasks properly

Not observed in previous virtual platform (different virtual platform
vendor) using much slower model of ARM Cortex-A9MPx2

Could not run multiple applications for long enough simulation to observe
the bug

SMP Linux boot on dual core ARM Cortex-A9
OK — no problems found
RTOS boot on single core ARM Cortex-A9

Bugs found and fixed in GIC register accesses using OS-aware tools

AMP boot on dual core ARM Cortex-A9

Bug found in Linux accesses of GIC registers
Bugs found in RTOS access of Linux’s reserved memory

Linux boot on single core Nios Il
No problems found

SMP Linux boot on dual core ARM Cortex-A9 plus Linux boot
on Nios Il

No problems found

© 2014 Imperas Software Ltd. Nov-14



Summary Im@éras

Simulation is necessary but not sufficient

Fast simulation finds more bugs
Making use of multi-core host is even better

Trace, temporal, and multi-core debug are
essential for AMP/SMP systems

‘Layer-aware’ analysis makes debug manageable
Allows focus at different levels of abstraction

Ability to extend functionality and write own tools
are the key to providing efficient development
environments

© 2014 Imperas Software Ltd. Nov-14



Conclusions I[ﬁﬁ@eras

It is inevitable that simulation will form the basis
of the next generation of embedded software
development methodology

Ensure your chosen simulator Is fast, has a
standardized modeling capabillity, and has the
ability to include integrated advanced tools

2D and 3D verification, analysis and debug tools
are essential for multi-core designs

To find the most complex bugs and ensure
product quality an advanced verification
approach is needed using layered, customizable
tools

© 2014 Imperas Software Ltd. Nov-14



MULTICORE DE SIMPLIFIED

Thank you lﬁiﬁ]@eras

For more modeling/model information
www.OVPworld.org

For technology/product information
WWW.Imperas.com

Questions?

© 2014 Imperas Software Ltd. Nov-14


http://www.ovpworld.org/
http://www.imperas.com/
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